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RESIDUAL A-POSTERIORI ERROR ESTIMATION OF A
MIMETIC/VIRTUAL ELEMENT METHOD

LOURENÇO BEIRÃO DA VEIGA ∗ AND GIANMARCO MANZINI †

Abstract. A posteriori error estimation and adaptivity are very useful in the context of the
mimetic finite difference method due to the flexibility of the meshes to which this family of numerical
schemes can be applied. Nevertheless, developing error estimators for mimetic methods is not a
straightforward task due to the lack of knowledge of the basis functions. This issue is tackled
by the virtual element method recently introduced in [4], which can be interpreted as a Galerkin
reformulation of the mimetic finite difference method. In the new virtual element setting, we develop
a residual based a posteriori error estimator that immediately applies to its mimetic counterpart. For
such estimator we prove the reliability and we show the numerical performance when it is combined
with an adaptive strategy for the mesh refinement. For the lowest-regular approximation we also
developed an hp-adaptive strategy based on the comparison between the numerical solution on a
base mesh and on a reference mesh.

Key words. a posteriori error estimation, virtual element method, mimetic discretization
method, polygonal mesh, high-order scheme

1. Introduction. The Virtual Element Method (VEM) is a generalization of
the Finite Element (FE) method [13, 17, 11, 22, 10] that achieves a higher degree
of flexibility in terms of meshes and properties of the scheme by avoiding an explicit
construction of the discrete shape functions. For its implementation, the method
makes use of an approximated bilinear form Ah that mimics the original bilinear
form A and satisfies precise conditions of stability and consistency to guarantee well-
posedness and convergence. VEM has been introduced in [4] for the Poisson problem
and then extended to the compressible and almost incompressible elasticity problem
in [5]. This family of schemes has a very deep relation with the Mimetic Finite Differ-
ence (MFD) method, for which we refer the reader to [14, 16, 3, 12, 6]. The connection
is so strong that VEM can be interpreted as a Galerkin re-formulation of the MFD
method, and most of the mimetic schemes of the recent literature can be easily refor-
mulated in the virtual element setting. Furthermore, such reformulation provides an
elegant formalism and a better understanding of the mimetic discretizations.

Due to the large flexibility of the meshes to which the mimetic and the virtual
element methods are applied, mesh adaptivity becomes an appealing feature as mesh
refinement and de-refinement strategies can be implemented very efficiently. Hanging
nodes can be introduced in the mesh without spreading the refined zones in order to
guarantee the mesh conformity. Polygonal cells with very general shapes are admis-
sible thus allowing us to adopt simple mesh coarsening algorithms.

There is a very large literature about a posteriori error estimations for finite ele-
ments, see for instance [26, 1]. Unfortunately, for mimetic and virtual element meth-
ods the a posteriori error analysis is more involved as there is no explicit knowledge
of the basis functions inside the elements and to devise residual-based error estima-
tors, which are among the most popular ones in FE analysis, is particularly difficult.
This is reflected by the fact that in the mimetic literature there are very few papers
devoted to the a-posteriori analysis. In [3, 7], the authors circumvent the difficulty
due to the absence of the shape functions by introducing a post-processed pressure
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solution that is used in the computation of the residual. This approach is successful
for the MFD method of [14, 8] for the diffusion problem in mixed form. Regarding
the diffusion problem in primal form, a hierarchical estimator, which does not require
any evaluation of residuals, is proposed in [2]. This estimator is suitable to the low-
order method presented in [12], but a direct extension to the arbitrary-order mimetic
method in [6], which is based on variable polynomial degree, may be cumbersome.

In this work, we develop a residual-based estimator for the virtual element method
for diffusion problems in primal form presented in [9]. This family of schemes are char-
acterized by a general polynomial degree of accuracy m and a general regularity index
α ∈ N, i.e., the numerical approximations they provide belong to Cα(Ω). Although
the shape functions inside the elements are unknown, when α = 1 it is possible to de-
rive a residual-based error estimator by exploiting some specific characteristics of the
virtual method. Such estimator is then sum of local terms, each one of which being
composed by three distinct parts associated with the residual, the approximation of
the loading term and the approximation of the bilinear form.

For the low-regular cases, i.e., α = 0 and m ≥ 1, we also present an hp-refinement
strategy, where the error estimation makes use of a reference solution. This method
is adapted from the hp-adaptive strategy developed by Demkowicz and collaborators,
see, e.g. [19, 20, 24, 25], and the refinement technique of Melenk and Wohlmuth [23].
Refinement decisions are taken by comparing the actual solution with a reference
solution, and proceeds by first computing a reference solution on a uniformly refined
mesh with a polynomial degree which is higher than 1, and, then, by deciding which
cells display the bigger error, i.e., so for which cells we must take the refinement and
if this refinement must be of h or p type.

The paper is organized as follows. In Section 2 we present the mathematical
model. In Section 3 we briefly review the method in [9] for α = 1 and a general
positive integer m. In Section 4 we introduce the a posteriori error estimator and
we prove that it bounds the energy error from above up to a uniform constant. In
Section 5 we show the performance of such estimator when it is combined with an
adaptive strategy in the resolution of a set of model problems. Finally, in Section 6
we offer our final remarks and discusses the open issues for future work.

2. The mathematical model. Let us consider the Poisson problem for the
scalar solution field u given by

−∆u = f in Ω, (2.1)

u = g on ∂Ω, (2.2)

where Ω is a bounded, open, polygonal subset of R2, f in L2(Ω) is the forcing term,

and g in H
1
2 (∂Ω) is the boundary datum. To ease the theoretical presentation, we

consider the case of homogeneous Dirichlet boundary conditions, i.e., g = 0 on ∂Ω,
while the more general case of non-homogeneous boundary conditions is investigated
in the section of numerical experiments.

Throughout the paper, we follow the usual notation for Sobolev spaces, inner
products and norms, see, e.g., [18]. For an open bounded domain D, we use the
notation || · ||s,D and | · |s,D for the norm and the seminorm in the Sobolev space

Hs(D), and the notation (·, ·)0,D for the L2(D) inner product. The subscript D is
generally omitted when D is the computational domain Ω. We also represent the set
of polynomials defined on P that have degree less than or equal to the integer j by
Pj(P) and the L2(D) orthogonal projection onto Pj(D) by πDj .
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Fig. 3.1. The degrees of freedom for α = 1 and m = 2, 3, 4. The symbols shown in the plots
represent the nodal values (dots) at the mesh vertices and edges, the first-order derivatives at the
vertices (circles), the first-order normal derivatives at the mesh edges (arrows), and the internal
moments (squares).

Let us now consider the functional space H1
0 (Ω) = {v ∈ H1(Ω), v|∂Ω = 0}.

Problem (2.1)-(2.2) can be restated in the variational form:

find u ∈ H1
0 (Ω) such that

A
(
u, v
)

=
(
f, v
)

∀v ∈ H1
0 (Ω), (2.3)

where

A
(
u, v
)

=

∫
Ω

∇u · ∇v dV and
(
f, v
)

=

∫
Ω

fv dV. (2.4)

The bilinear form A is continuous and coercive and the linear functional
(
f, ·
)

is
continuous, thus implying the well-posedness of problem (2.3), i.e., existence and
uniqueness of the weak solution [21].

3. A C1 Virtual Element Method. Let {Ωh}h be a sequence of decomposi-
tions of Ω into elements P labeled by the mesh size parameter h. For the moment, we
assume that each decomposition Ωh is a finite number of simple polygons, i.e., open
simply connected subsets of Ω whose boundary is a non-intersecting line composed
by a finite number of straight line segments. The precise assumption about the mesh
regularity, which is required to perform the convergence analysis of the method, will
be given in subsection 3.7, see Assumption 3.2.

Let us consider the virtual element method of [9]. This method defines a family
of mimetic schemes for each couple of integers (α,m), where α ≥ 0 is the regularity
index and m ≥ α+ 1 is the consistency index. All these schemes provide a numerical
approximation to the solution of (2.3) that is Cα regular and O(hm) accurate in
the energy norm. Let us focus on the case α = 1 and consider the family of mimetic
schemes associated with each integer number m ≥ 2. In the next subsections, for every
h we will construct a finite dimensional space Vh ⊂ H1

0 (Ω), a family of bilinear forms
Ah : Vh × Vh → R and a loading term

(
fh, vh

)
h
, which, respectively, approximate

the bilinear form A and the linear functional
(
f, v
)

in (2.4). The VEM method for
the discretization of (2.3) reads as:

find uh ∈ Vh such that:

Ah
(
uh, vh

)
=
(
fh, vh

)
∀ vh ∈ Vh. (3.1)
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3.1. Local discrete spaces. We denote a generic mesh vertex by v, a generic
mesh edge by e and its length by |e|, the area of polygon P by |P| and its boundary
by ∂P. The orientation of each edge e is reflected by the unit vector ne, which is
orthogonal to e and fixed once and for all. For any polygon P and any edge e of ∂P,
we define the unit normal vector nP,e that points out of P. We denote the set of mesh
vertices by V and the set of mesh edges by E .

For any integer s ≥ 0 and any polygonal cell P, we consider the functional space
of piecewise polynomials of degree s defined on the boundary ∂P:

Bs(∂P) :=
{
v ∈ L2(∂P) : v|e ∈ Ps(e), ∀e ∈ ∂P

}
.

Let u introduce the integers α0 := max{3,m} and α1 := max{1,m − 1}. For any
index m ≥ 2, we consider the local finite element space associated with the polygonal
cell P given by:

Vh|P =

{
v ∈ H2(P) with ∆2v ∈ Pm−2(P) s. t. v|∂P ∈ Bα0

, (3.2)

∂v

∂n

∣∣∣
∂P
∈ Bα1

(∂P),∇v|∂P ∈ C0(∂P)

}
, (3.3)

with the convention that P−1(P) = {0} and where ∆2 represents the biharmonic
operator.

For example, for m = 2 we obtain the finite element space of functions in H2(P)
such that:

• the trace on the boundary of P is continuous and is a piecewise polynomial
of degree α0 = 3;

• the gradient on the boundary is continuous and the normal derivative on each
edge is a polynomial of degree α1 = 1;

• in the interior of P, these functions satisfies the bi-harmonic equation ∆2v = p
for some p ∈ R.

Remark 3.1. The local space Vh|P in (3.3) is virtual in the sense that we do not
need to build it explicitly for the practical implementation of the family of schemes
here proposed.

3.2. Local degrees of freedom. We distinguish three kinds of degrees of free-
dom that are associated with each polygonal cell P:

• VhP : vertex degrees of freedom of P;

• EhP : edge degrees of freedom of P;

• PhP : interior degrees of freedom of P.
In Figure 3.1 we show the degrees of freedom for a pentagonal element for α = 1 and
m = 2, 3, 4.

Vertex degrees of freedom. The vertex degrees of freedom of the function v associ-
ated with the vertex v are the values of v and of the partial derivatives of v evaluated
at v.

Edge degrees of freedom. The edge degrees of freedom of the function v are the
values of v and of the normal derivatives of v evaluated at certain distinct points
along e. More precisely, on each open edge e we consider the set of Nm

0 distinct
nodes {x0

i }i=1,...,Nm
0

where Nm
0 = max(m− 3, 0). The nodal degrees of freedom of v
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associated with edge e are given by v(x0
i ), i.e., the values of v at x0

i . We also consider
the set of Nm

1 distinct nodes {x1
i }i=1,...,Nm

1
where Nm

1 = max(m− 2, 0). The normal
derivative degrees of freedom of v associated with edge e are given by ∂v(x1

i )/∂n,
i.e., the normal derivative of v at x1

i . The points of the sets
{
x0
i

}
i

and
{
x1
i

}
i

can be
uniformly spaced along e or chosen as the nodes of some integration rule like those
provided by Gauss-Lobatto formulas, cf. [6].

Internal degrees of freedom. The internal degrees of freedom of the function v
are the polynomial moments of v defined with respect to a certain basis of the local
space of polynomials of degree up to m− 2 on P. More precisely, let s = (s1, s2) with
s1, s2 ≥ 0 be a two-dimensional multi-index with the usual notation |s| := s1 + s2 and
xs = xs11 x

s2
2 when x = (x1, x2). We consider the set of m(m− 1)/2 monomials

Mm−2 =

{(
x− xP

hP

)s

, |s| ≤ m− 2

}
, (3.4)

which is a basis for the local polynomial space Pm−2(P). The internal degrees of
freedom of a function v are the m(m− 1)/2 moments:

1

|P|

∫
P

q(x) v(x) dV ∀q ∈Mm−2(P).

Remark 3.2. On each edge e, the degrees of freedom VhP plus EhP uniquely deter-
mine a polynomial of degree α0 on each edge e of P representing the function value,
and a polynomial of degree α1, representing the normal derivative. Thus, prescribing
the degrees of freedom VhP plus EhP is equivalent to prescribing v and ∂v/∂n on ∂P.
On the other hand, prescribing the degrees of freedom PhP is equivalent to prescribing
the L2-orthogonal projection πP

m−2(v) onto the space of the polynomials of degree up
to m− 2 defined on P.

Remark 3.3. As pointed out in [9], a better condition number of the stiffness
matrix is obtained by scaling the nodal degrees of freedom by an opportune local mesh
size factor.

For the space Vh|P and the degrees of freedom VhP plus EhP plus PhP we have the
following unisolvence result, whose proof is found in [9].

Proposition 3.1. Let P be a simple polygon with NEP edges, and the space Vh|P
be generated by the monomials in (3.3). The degrees of freedom VhP plus EhP plus PhP
are unisolvent for Vh|P.

3.3. Construction of the finite element space Vh. We can now design Vh,
the virtual element space on the whole domain Ω. For every decomposition Ωh of Ω
into simple polygons P we first define the space without boundary conditions:

Wh = {v ∈ H2(Ω) : v|P ∈ Vh|P ∀P ∈ Ωh}. (3.5)

In agreement with the local choice of the degrees of freedom of the previous
subsection, in Wh we choose the following global degrees of freedom:

• Vh: the value of vh and ∇vh at the vertices of V;

• Eh: the value of vh and of ∂vh/∂n at, respectively, the Nm
0 and Nm

1 internal
nodes defined in subsection 3.2 for each edge e of E ;

• Ph: the value of the moments

1

|P|

∫
P

q(x)vh(x) dV ∀q ∈Mm−2(P)

in each polygonal cell P.
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Finally, the discrete space Vh = Wh ∩H1
0 (Ω) is given by

Vh =
{
v ∈ H2(Ω) : v|P ∈ Vh|P ∀P ∈ Ωh, v|∂Ω = 0

}
. (3.6)

Note that the condition vh ∈ Vh implies vh = 0 on the vertices and the edges of the
boundary ∂Ω. Therefore, the degrees of freedom of Vh are simply the ones introduced
above, excluding the nodal degrees of freedom associated with the function values
(but not the derivatives) of the boundary vertices and edges.

3.4. Construction of Ah. We build the discrete bilinear form Ah by assembling
the local bilinear forms Ah,P in accordance with

Ah
(
wh, vh

)
=
∑
P∈Ωh

Ah,P
(
wh, vh

)
∀wh, vh ∈ Vh. (3.7)

The local bilinear forms Ah,P are all symmetric and satisfy the following fundamental
properties of consistency and stability.

• Consistency: for all h and for all P in Ωh it holds

Ah,P
(
p, vh

)
= AP

(
p, vh

)
∀p ∈ Pm(P), ∀vh ∈ Vh|P. (3.8)

• Stability: there exist two positive constants α∗ and α∗, independent of h
and P, such that

α∗AP

(
vh, vh

)
≤ Ah,P

(
vh, vh

)
≤ α∗AP

(
vh, vh

)
∀vh ∈ Vh|P. (3.9)

Let us assume that condition (3.8) is true and integrate by parts:

Ah,P
(
p, vh

)
=

∫
Ω

∇p · ∇vh dV

= −
∫
P

∆p vh dV +

∫
∂P

(nP · ∇p) vh dS.
(3.10)

Since ∆p ∈ Pm−2(P), the first integral in the right-hand side of (3.10) can be expressed
through the polynomial moments of vh, and can, thus, be computed exactly by using
its internal degrees of freedom. On the other hand, it holds that (nP ·∇p) ∈ Pm−1(e)
and vh|e ∈ Pα0

(e) for all e ⊂ ∂P, so that the second integral in the right-hand side
of (3.10) can be computed exactly. Therefore, the right hand side of (3.8) can be
computed explicitly without knowing vh in the interior of P. We formally summarize
this result for future reference in the paper in the following remark.

Remark 3.4. The local degrees of freedom allow us to compute exactly Ah,P
(
p, vh

)
for any p ∈ Pm(P) and for any vh ∈ Vh|P.

We are left to show how to construct a computable Ah that satisfies (3.8) and
(3.9). We review such construction in section 3.6 and we refer the reader interested
to alternative possibilities to [4, 9].

3.5. Construction of the loading term. Let us define the function fh on each
element P of Ωh as the L2(P)-projection of the function f onto the space Pm−2, that
is,

fh = πP
m−2(f) on each P ∈ Ωh.
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The loading term can be written as

(
fh, vh

)
=
∑
P∈Ωh

∫
P

fh vh dV =
∑
P∈Ωh

∫
P

πP
m−2(f) vh dV

=
∑
P∈Ωh

∫
P

πP
m−2(f)πP

m−2(vh) dV =
∑
P∈Ωh

∫
P

f πP
m−2(vh) dV

where the last two identities follows from the fact that πP
m−2(vh) is the L2 orthogonal

projection of f onto Pm−2(P), and that vh and πP
m−2(vh) have the same internal

moments. Thus, the right-hand side of (3.1) can be computed exactly by using the
degrees of freedom of the functions in Vh that represent the internal moments.

3.6. Implementation of the local stiffness matrices. In this section, we
review the mimetic construction of the local stiffness matrix MP, which is associated
with the local bilinear form Ah,P.

For each polygonal cell P ∈ Ωh, the elemental stiffness matrix MP is such that

Ah,P
(
wh,P, vh,P

)
= wTh,P MP vh,P ∀wh,P, vh,P ∈ VhP ,

where the vectors wh,P and vh,P represents the values of the local degrees of freedom
of wh,P and vh,P. The global stiffness matrix is then obtained by a standard finite
element-like assembly procedure.

For the mimetic construction of MP, we need two matrices NP and RP that satisfy
an algebraic form of the consistency condition (S1), i.e., that are such that MPNP = RP

and such that NTPRP is a symmetric and nonnegative definite matrix. Let pi be the
i-th element of the basis Mm(P) of the polynomial space Pm(P). The index i runs
from 1 to Nm = (m+1)(m+2)/2, the cardinality ofMm(P), and suitably renumbers
the monomials forming such basis, e.g.,

p1(x, y) = 1, p2(x, y) = (x− xP)/hP, p3(x, y) = (y − yP)/hP, etc.

Let Nm
P denote the dimension of Vh|P and χi for i = 1, . . . ,Nm

P the operator

returning the i-th local degree of freedom. The j-th column of matrix NP ∈ RN
m
P ×N

m

is formed by the degrees of freedom of the j-th polynomial pj of Mm(P); thus, the
(ij)-th entry of NP is given by(

NP

)
ij

= χi(pj) for i = 1, . . . ,Nm
P , j = 1, . . . ,Nm. (3.11)

The j-th column of matrix RP ∈ RN
m
P ×N

m

is given by the right-hand side of the
consistency condition (3.8) applied to the j-th polynomial pj ofMm(P). To write an
expression for such matrix we introduce the unique function εih,P of VhP that is such

that χj(ε
i
h,P) = δij for i, j = 1, . . . ,Nm

P . Using such function, the (ij)-th entry of
matrix RP takes the form:

(
RP

)
ij

=

∫
Ω

∇pj · ∇εih,P dV for i = 1, . . . ,Nm
P , j = 1, . . . ,Nm. (3.12)

In view of Remark 3.4 (see, also, the development in (3.10)) the right-hand side
of (3.12) is computable exactly.
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From the definitions above it is easy to show that MPNP = RP, which is the matrix
form of the consistency condition (3.8). Furthermore, a straightforward calculation
shows that (

NTPRP

)
ij

=

∫
P

∇pi · ∇pj dV, (3.13)

so that NTPRP is symmetric and semi-positive definite. Let KP be the square symmetric
matrix that represents the bilinear form Ah restricted to the space Pm(P). Clearly,
it holds that

KP = NTPMPNP = NTPRP, (3.14)

where matrix KP ∈ RN
m×Nm

has the block-diagonal form

KP =

(
0 0

0 K̂P

)
and K̂P ∈ R(Nm−1)×(Nm−1) is a strictly positive definite matrix. Let K†P ∈ RN

m×Nm

be the pseudo-inverse of matrix KP, which we define as

K†P =

(
0 0

0 K̂−1
P

)
.

Eventually, we define the local stiffness matrix

MP = RPK
†
PR

T
P + ηP PP, (3.15)

where the positive real number ηP is equal to the trace of RPK
†
PR

T
P , and

PP = I − NP

(
NTPNP

)−1
NTP ,

where I is the (properly sized) identity matrix. Note that matrix PP is the projector
to the orthogonal complement of the space spanned by the columns of matrix NP and
that the product PPNP is zero. Therefore, also due to (3.14), we immediately have
the consistency condition (3.8) in the matrix form MPNP = RP. The purpose of the
second matrix in (3.15) is to guarantee the stability condition expressed by (3.9), and,
thus, the coercivity (up to the correct kernel) of the system.

3.7. A priori error estimates. Let us introduce the following mesh assump-
tions.

Assumption 3.2 (Mesh regularity). There exists a real number γ > 0 such that,
for all h, each element P in Ωh is star-shaped with respect to a ball of radius ≥ γhP,
where hP is the diameter of P. Moreover, there exists a real number γ′ > 0 such that,
for all h and for each element P in Ωh, the distance between any two vertices of P is
≥ γ′hP.
Then, the following convergence theorem holds, see [9] for the proof.

Theorem 3.3. Let the consistency and stability conditions (3.8)-(3.9) and the
mesh assumptions considered above hold. Then, the discrete problem (3.1) has a
unique solution and, if the solution u of (2.3) belongs to H2(Ω), it holds that

|u− uh|1 ≤ Ch
s |u|s+1 (3.16)

for all 2 ≤ s ≤ m, where C is a constant independent of h.
The condition u ∈ H2(Ω) can be locally relaxed. In fact, the method considered

herein can be easily adapted in order to make use of a less regular space Vh across
selected vertices and edges of the mesh, see [9].
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4. A reliable error estimator. In this section we present the error estimator
and prove its reliability. Through the rest of the paper we will assume the mesh
conditions introduced in Section 3.7.

4.1. The error estimator. In order to introduce the error estimator we need
a pair of preliminary definitions.

We start introducing, for all P ∈ Ωh, the following energy projection ΠP
m :

H1(P) → Pm,0(P), where Pm,0 indicates the subpace of Pm of polynomials with
zero average. For all v ∈ H1(P), the image ΠP

mv ∈ Pm,0(P) is uniquely defined as the
energy projection

AP

(
ΠP
mv, p

)
= AP

(
v, p
)

∀p ∈ Pm,0(P). (4.1)

Note that, due to the consistency condition, if vh ∈ Vh|P ⊂ H1(P), then (4.1) is
equivalent to

Ah,P
(
ΠP
mvh, p

)
= Ah,P

(
vh, p

)
∀p ∈ Pm,0(P). (4.2)

Therefore ΠP
mvh is explicitly computable for any function vh ∈ Vh|P.

We now recall that πP
m represents the L2(P) projection on Pm(P). For all vh,P ∈

Vh|P and P ∈ Ωh the projection πP
m(∆vh) is explicitly computable. Indeed, integrating

twice by parts, for all p ∈ Pm(P) it holds∫
P

(∆vh,P)p dV =

∫
P

vh,P(∆p) dV +

∫
∂P

p(∇vh,P) · nP dS −
∫
∂P

vh,P(∇p) · nP dS

The first term in the right hand side is computable using the internal degrees of free-
dom since (∆p) ∈ Pm−2(P), while the remainig terms are boundary terms involving
vh and its normal derivative, that are known explicitly.

We can now introduce, for all P ∈ Ωh, the following local and computable terms:

ηrP = hP||f + πP
m(∆uh,P)||L2(P),

ηlP = hP||f − fh||L2(P),

ηcP = Ah,P
(
uh,P −ΠP

muh,P, uh,P −ΠP
muh,P

)1/2
,

(4.3)

where uh is the solution of the discrete problem and uh,P its restriction to the generic
element P.

The first term, where a kind of discrete residual appears, represents an estimation
of the error stemming from the Galerkin discretization of the problem. The second
term estimates the right hand side approximation. The third term bounds the error
related to the inconsistency between the continuous and discrete bilinear forms, A

(
·, ·
)

and Ah
(
·, ·
)
.

The result here below shows the reliability of the proposed error estimator η; the
proof is postponed in the following section.

Theorem 4.1. Let uh be the solution of (3.1) and u the solution of (2.3). Let
the global error estimator

η2 =
∑
P∈Ωh

η2
P, where η2

P = (ηrP)2 + (ηlP)2 + (ηcP)2 ∀P ∈ Ωh.

Then, under the mesh assumptions above, it exists a constant C independent of h
such that

||u− uh||H1(P) ≤ Cη.
9



Since the above estimator η2 is the sum of local terms, it can be used for an
adaptive mesh generation strategy, as will be shown in the numerical tests section.
Note that, differently from standard FEM residual estimators, there are no jump
terms since the solution uh is globally C1.

We continue this section with some observations regarding the consistency esti-
mator ηcP, since this is the less standard term among the ones above. First of all
we note that ηcP can be computed in a very direct way, if one follows the stiffness
matrix construction given in Section 3.6. Indeed, writing (4.2) and (4.3)3 in terms of
matrixes, using definition (3.15) and property (3.14), after some algebra one gets

(ηcP)2 = η uTh,P PP uh,P

where as usual the vector uh,P represents the local degree of freedom of values of uh,P.
Regarding the asymptotic behavior of such term, we can observe the following.

Since the bilinear form AP

(
·, ·
)

is, up to uniform constants, equivalent to the H1

squared seminorm, it is immediate to check that the energy projector ΠP
m is contin-

uous from H1(P) to H1(P). Therefore, property (3.9), triangle inequalities and the
continuity of ΠP

m yield

(ηcP)2 = Ah,P
(
uh,P −ΠP

muh,P, uh,P −ΠP
muh,P

)
≤ C|uh −ΠP

muh|2H1(P)

≤ C
(
|u− uh|2H1(P) + |u−ΠP

mu|2H1(P) + |ΠP
m(u− uh)|2H1(P)

)
≤ C

(
|u− uh|2H1(P) + |u−ΠP

mu|2H1(P)

)
.

The first term in the right hand side above is the local error, while the second term
is an approximation term that, by standard polynomial approximation estimates, can
be bounded by

|u−ΠP
mu|2H1(P) ≤ C h2s

P |u|2Hs+1(P)

for all 0 ≤ s ≤ m, provided u|P is sufficiently regular. Therefore the asymptotic
behavior of ηcP is expected to be the same as the error.

As a consequence of Theorem 4.1, the consistency term ηcP should be kept into
the estimator as a safeguard (so that reliability is guaranteed) but possibly should
not dominate the other terms. In other words we expect that, in practice, it may give
slightly better adaptive results to consider an estimator in which term is scaled by a
small constant.

4.2. Proof of Theorem 4.1. In this section we show the proof of Theorem 4.1.
We will make use of the following two lemmas. Note that in general we cannot apply
standard scaling arguments since the functions of Vh|P are not associated to a fixed
reference space (independent of P) on some reference element.

Lemma 4.2. It exists a constant C independent of h such that

hP|vh|H2(P) ≤ C |vh|H1(P) ∀P ∈ Ωh, ∀vh ∈ Vh|P. (4.4)

Proof. We start observing that, due to the mesh assumptions above, it is easy
to check that all the elements in {Ωh}h are polygons with at most N edges, with
N independent of h. Therefore it is not restrictive to assume that the number of
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edges 3 ≤ n ≤ N is fixed. Given any polygon P of the mesh family with n edges, let
X = {X1, X2, ..., Xn} represent the position of the n (anti-clockwise) vertexes defining
P = P(X). Since equation (4.4) scales with the size of the element, it is not restrictive
to assume that the diameter hP = 1 and, by a simple translation, that X1 = (0, 0).
Since the space Vh|P is finite dimensional, it clearly holds

hP|vh|H2(P) ≤ C |vh|H1(P) ∀vh ∈ Vh|P, (4.5)

with the constant C=C(X) depending on X.
Due to the diameter property above, the set Σ of vectors X ∈ R2n representing

all possible polygons P with n edges constitutes a bounded set. Moreover it can be
checked that, due to the mesh regularity assumptions and property hP = 1, such set is
also closed. In fact, such regularity property forbids the vectors in Σ to be arbitrarily
close to inadmissible vectors X̄ /∈ Σ, like those where two vertexes are collapsed into
a single vertex. Thus Σ forms a compact set. Therefore, indicating with C the (4.5)
constant associated to the element P defined by X, all we need to show is that the
function

C(X) = sup
vh∈Vh|P/R

hP|vh|H2(P)

|vh|H1(P)

is a continuous function of X. The maximum of such function on Σ will then yield
the constant appearing in (4.4).

Let now {Xk} be a sequence converging to X, and let Pk be the polygon associated
to Xk, k ∈ N. Let vh be any function in Vh|P. Then, for all k, we can build a function

in vkh ∈ Vh|Pk
by selecting the same degrees of freedom values (with corresponding

vertexes and edges) as those of vh on the element Pk. Moreover, for k sufficiently
large, it can always be built a sequence φk of W 2,∞ invertible mappings from P
to Pk, such that φk converge the the identity (in W 2,∞) as k → ∞. Using such
mappings it can then be shown that, as Xk → X, the seminorms |vkh|Hs(Pk) →
|vh|Hs(P), s = 1, 2. This can be done by checking that vkh ◦ φk converges to vh in
H2(P). Without showing the details, such calculation involves writing the biharmonic
variational problem associated to the definition of Vh|P and Vh|Pk

, a change of variables

through the mapping φk, and noting that the φk converge to the identity in W 2,∞ as
Xk → X. The construction above immediately implies that

lim
k→∞

C(Xk) ≥ C(X).

The converse is shown with an analogous reasoning in the opposite direction.
With an analogous argument also the following inverse estimate, useful in the

proof of the next Lemma, can be shown:

hP|vh|H1(P) ≤ C ||vh||L2(P) ∀P ∈ Ωh, ∀vh ∈ Vh|P. (4.6)

Lemma 4.3. It exists a Clément-type interpolant H1
0 (Ω)→ Vh such that for any

function v ∈ H1
0 (Ω) and all P ∈ Ωh, the interpolant vC satisfies

||v − vC||L2(P) + hP|vC|H1(P) ≤ ChP|v|H1(ωP) (4.7)

with C independent of h and where ωP is the union of all elements P that share a
vertex with P.
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Proof. Let the subspace V̂h ⊂ Vh be defined as the space of all functions in Vh
such that all degrees of freedom values associated to pointwise derivatives and first or
higher order moments are null. Let now Ξh indicate the set of all vertexes and edge
nodes of Ωh associated to degrees of freedom that are pointwise evaluations, i.e. the
set of all nodes associated to Vh and Eh for derivative order j = 0. Then, given any
v ∈ H1

0 Ω, we define vC ⊂ V̂h by
vC(ν) =

1

|ων |

∫
ν

v dV ∀ν ∈ Ξh,

1

|P|

∫
P

vC dV =
1

NEP

∑
v∈∂P

v(P) P ∈ Ωh,
(4.8)

where as usual the symbol v indicates a generic vertex and

ων = {∪ P : ν ∈ ∂P}.

Note that, for all P ∈ Ωh, if v : ωP → R is constant, then vC|P = v|P; the above
operator preserves local constants. Assume that the following continuity property
holds

||vC||L2(P) ≤ C||v||L2(ωP) ∀P ∈ Ωh, ∀v ∈ H1
0 (Ω). (4.9)

with C independent of h and P ∈ Ωh.
Then, for all v ∈ H1

0 (Ω) and P ∈ Ωh, let v denote the average of v on ωP. First by
a triangle inequality and recalling that the operator preserves constants, then using
(4.9), finally by standard approximation estimates on star shaped domains, we get

||v − vC||L2(P) ≤ ||v − v||L2(P) + ||(v − v)C||L2(P)

≤ C||v − v||L2(ωP) ≤ ChP|v|H1(ωP)

that is a part of (4.7).
The remaining part follows by using again the constant preserving property, in-

verse estimate (4.6), bound (4.9) and standard approximation properties

|vC|2H1(P) = |(v − v)C|2H1(P) ≤ C(hP)−2||(v − v)C||2L2(P)

≤ C(hP)−2||v − v||2L2(ωP) ≤ C|v|H1(ωP).

Therefore we are left to show (4.9). By definition of vC, it can be easily checked
that ∑

ν∈Ξh∩∂P

|vC(ν)|2 +
∣∣∣ 1

|P|

∫
P

vC dV
∣∣∣2 ≤ C||v||2L2(ωP)

for all P ∈ Ωh, v ∈ H1
0 (Ω). Bound (4.9) is therefore proved if we show the existence

of a uniform constant C such that

||vh||2L2(Ω) ≤ C
( ∑
ν∈Ξh∩∂P

|vh(ν)|2 +
∣∣∣ 1

|P|

∫
P

vh dV
∣∣∣2) ∀vh ∈ V̂h. (4.10)

The latter bound is not shown here, as it can be proved with the same technique
as in the proof of Lemma 4.3. One has essentially to show that, once the values of
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degrees of freedom of vh ∈ V̂h are fixed, both left and right hand sides in (4.10) vary
continuously with respect to P = P(X) for X ∈ Σ.

We can now show the proof of Theorem 4.1. Let the error e = u−uh. First using
the stability property (3.9) and the coercivity of A

(
·, ·
)
, then by simple manipulations,

we obtain

α̃ |u− uh|2H1Ω ≤ A
(
u− uh, e

)
= Tr + Tl + Tc, (4.11)

where α̃ is a strictly positive constant and

Tr = A
(
u− uh, e− eC

)
,

Tl = A
(
u, eC

)
−Ah

(
uh, eC

)
,

Tc = Ah
(
uh, eC

)
−A

(
uh, eC

)
.

We first bound the term Tr. We apply equation (2.3), integrate by parts on the
whole domain Ω recalling that uh ∈ H2(Ω), use the Cauchy-Schwarz inequality and
Lemma 4.3 to obtain

Tr = (f, e− eC) + (∆uh, e− eC) ≤
∑
P∈Ωh

||f + ∆uh||L2(P)||e− eC||L2(P)

≤
∑
P∈Ωh

hP||f + ∆uh||L2(P)|e|H1(ωP) ≤ C
( ∑

P∈Ωh

h2
P||f + ∆uh||2L2(P)

)1/2

|e|H1(Ω).

(4.12)
By definition of L2 projection and since ∆ΠP

muh ∈ P0(P) ⊂ Pm(P), it holds

hP||∆uh − πP
m∆uh||L2(P) ≤ hP||∆uh −∆ΠP

muh||L2(P). (4.13)

The inverse estimate in Lemma 4.2, the coercivity ofAP

(
·, ·
)

and the stability property
(3.9) yield from (4.13)

hP||∆uh − πP
m∆uh||L2(P) ≤ hP|uh −ΠP

muh|H2(P) ≤ C|uh −ΠP
muh|H1(P)

≤ CAP

(
uh −ΠP

muh, uh −ΠP
muh

)1/2 ≤ C ηcP.
(4.14)

Combining (4.12) with (4.14) it easily follows

Tr ≤ C
( ∑

P∈Ωh

h2
P||f + ∆uh||2L2(P) + (ηcP)2

)1/2

|e|H1(Ω). (4.15)

In order to bound Tl, we start observing that, by (2.3) and (3.1) ,

Tl = (f, eC)− (fh, eC)

Let now eC be the piecewise constant function given, on each element P, by the average
of eC on P. Then, since on each element fh = πP

m−2(f) and m ≥ 2, it holds

Tl = (f − fh, eC − eC) ≤
∑
P∈Ωh

||f − fh||L2(P)||eC − eC||L2(P). (4.16)

Applying standard error estimates and recalling Lemma 4.3 yields from (4.16)

Tl ≤ C
∑
P∈Ωh

ηlP |eC|H1(P) ≤ C
( ∑

P∈Ωh

(ηlP)2
)1/2

|e|H1(Ω). (4.17)
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We now bound the last term. Using the consistency property (3.8), then the
Cauchy-Schwarz inequality on both bilinear forms gives

Tc = Ah
(
uh, eC

)
−A

(
uh, eC

)
= Ah

(
uh −ΠP

muh, eC
)
−A

(
uh −ΠP

muh, eC
)

≤ Ah
(
uh −ΠP

muh, uh −ΠP
muh

)1/2Ah(eC, eC)1/2
+A

(
uh −ΠP

muh, uh −ΠP
muh

)1/2A(eC, eC)1/2.
(4.18)

First by the stability propery (3.9) and the H1 continuity of A
(
·, ·
)
, then due to

Lemma 4.3 it follows from (4.18)

Tc ≤ CAh
(
uh −ΠP

muh, uh −ΠP
muh

)1/2|eC|H1(Ω)

≤ C
( ∑

P∈Ωh

(ηcP)2
)1/2

|e|H1(Ω).
(4.19)

The proof of Theorem 4.1 finally follows by combining equation (4.11) with bounds
(4.15), (4.17), (4.19).

5. Numerical experiments. In this section, we investigate the behavior of the
error estimator by solving the boundary value problem (2.3) in two benchmark cases
that differ in the shape of the computational domain Ω and in the regularity of the
exact solution. We show the performance of the estimator coupled with a simple
mesh adaptive strategy by comparing the convergence errors obtained on a sequence
of meshes that are either uniformly or adaptively refined starting from a given base
mesh. These meshes are formed by different types of cells such as pattern-distorted
quadrilaterals and hexagons. Other choices of cells were considered in a preliminary
stage of this work in agreement with the mesh regularity constraint of Assumption 3.2
and using these meshes we obtained very similar results.

For the lowest-regular method (i.e., α = 0 and m ≥ 1), we also consider an hp
refinement strategy based on comparing the actual solution with a reference solution.
The reference solution is computed on a uniform refinement of the mesh used to
compute the actual solution and by increasing the polynomial degree in each cell by
1. The comparison between the solution indicates where the accuracy of the actual
numerical solution must be improved.

5.1. “h”-refinement based on a posteriori error estimation. The uniform
refinement process is implemented by generating the refined mesh with a finer mesh
size parameter. Specific details are given in the description of each test case. This
strategy preserves the conformity and shape regularity of the mesh. Instead, an
adaptively refined mesh is generated from a given mesh by refining each element that
has been marked for refinement in accordance with the local error estimate provided
by our error indicator. To refine a marked element P with mP vertices and edges
we subdivide it into mP nested sub-elements by connecting the edge midpoints of
each pair of consecutive edges of ∂P to the center of P. As all the cells of these
meshes are convex, we take the barycenter of P as such internal point. All the sub-
elements generated by this process are quadrilaterals disregarding the shape of the
parent mesh element. Starting from the coarsest base mesh, the adaptively refinement
strategy proceeds as follows:

(i) we calculate all the local element error indicators ηi, for i = 1, . . . , NP;
(ii) we sort the element in accordance with their error estimate;
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(iii) we mark for refinement all the elements Pi starting from the element show-
ing the biggest estimated error until one of the two following conditions is
satisfied:

– at least 20% of the element has been marked;
– the sum of the estimated errors ηi of the cells that are marked for re-

finement is bigger than an assigned fraction of the total estimated error;
(iv) we sub-divide all marked elements as described above.

This strategy preserves the shape regularity of the base mesh but leads in general to
non-conforming meshes, which are still acceptable for the VEM. As the VEM can be
applied to non-conforming meshes, we avoid the artificial refinement of neighboring
elements as is required in redbluegreen strategies for triangular meshes. Note that
the theoretical error estimates for the method are valid for mesh families with the
uniform bound on the number of edges required by our mesh regularity assumptions.
Therefore, we should, in principle, insert an automatic check in order to avoid an
uncontrolled growth of the number of hanging nodes. However, in all the tests that
we performed, the presence of such a check proved almost worthless as the number of
edges per element seemed to stay naturally rather limited.

For each test case, we present a plot of the convergence errors for the uniform and
the adaptive refinement, a plot for the three different terms forming the estimator,
cf. (4.3), and a plot for the efficiency index, which is defined as the ratio between the
estimated and the true approximation error. We also who a picture of the adaptively
refined meshes at two intermediate refinement steps.

5.2. “hp”-refinement based on a reference solution. For the low-regular
cases, i.e., α = 0 and m ≥ 1, we also developed an hp-refinement strategy, where the
error estimation makes use of a reference solution. This method is adapted from the
hp-adaptive strategy developed by Demkowicz and collaborators, see, e.g. [19, 20, 24,
25], and the refinement technique of Melenk and Wohlmuth [23]. Refinement decisions
are taken by comparing the actual solution with a reference solution, and proceeds in
two main steps.

(i) In the first step, we compute a local and global estimate of the numerical error
by comparing the actual solution and a reference solution. The actual solution is
computed on a given mesh Ωh and each cell of the mesh has assigned its own poly-
nomial degree, e.g., mP. To compute the reference solution we first refine uniformly
the actual mesh, i.e., Ωh+1/2, and, then, we increase by 1 the polynomial degree of
each cell, e.g., mP + 1. The uniform refinement of the mesh is done by applying the
same technique described in the previous section, i.e., by splitting each polygonal cell
regardless of its geometrical shape, in quadrilateral sub-cells. Note that each edge of
the actual mesh is split into two sub-edges in the uniformly refined mesh. Thus, we
have the two numerical solutions available uh,m and uh+1/2,m+1. Since uh+1/2,m+1 is
more accurate than uh,m, it can be considered a better approximation of the exact so-
lution. The “1h” norm of the difference between the current solution (Ωh, {mP}) and
the reference solution (Ωh+1/2, {mP + 1}) is used as global error estimate. Therefore,
a comparison between the two solutions allows us to estimate the error on the less
accurate of them, and decide which cells display the biggest approximation errors.

(ii) In the second step we decide whether an h or a p refinement must be performed
on the actual approximation, that is the optimal refinement of each mesh cell P. Note
that the 1h norm compares the univariate polynomial interpolation on each edge
of each polygonal cell of the mesh. As we are comparing two solution obtained on
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the actual mesh and a refined (and nested!) mesh, on each edge we compare the
polynomial interpolation of degree m with two polynomial interpolations obtained
using two sub-edges of degree m+ 1. The error due to the p-refinement is compared
edge by edge with the error of the h refinement, and when the former is bigger than
the latter a p-refinement the edge is marked for p refinement. When most of the
edges of a given polygon are marked for p refinement, the h-refinement of that cell is
switched off.

5.3. Test Case 1: the L-shaped domain. We consider the Poisson problem
on an L-shaped domain, obtained carving out the lower right quarter from the square
domain [1, 1]2. The source term f is zero everywhere, and the boundary conditions
are set in accordance with the exact solution

u(r, θ) = r2/3 sin(2θ/3)

here expressed in terms of the polar coordinates (r, θ) in the plane. The initial grid
adopted in this test is given by applying the coordinate transformation mapping [15]

x = ξ + φ sin(2πξ) sin(2πζ)

y = ζ + φ sin(2πξ) sin(2πζ)

with distortion parameter φ = 1 to a regular grid of squares in the coordinates system
(xi, ζ).

Although the load is regular, the exact solution u is only in H5/3(Ω) due to the
presence of the re-entrant corner. Thus, the expected asymptotic rates of convergence
on uniformly refined meshes are err = O(N−1/3). err = O(N−m/2), which, for ex-
ample, gives err = O(N−1) for quadratic polynomials and err = O(N−3/2) for cubic
polynomials.

Figure 6.1 show that the numerical results agree with the theoretical predictions.
Figure 6.2 shows the good behavior of the effectivity index. Figures 6.3-6.11 show
how the adaptive strategy correctly refines near the re-entrant corner.

Figures 6.12-6.15 show the hp-adaptive strategy on a sequence of meshes of regular
and distorted quadrilaterals. In the left column we show how the base mesh is refined
and the values of the polynomial degree on each mesh edge in accordance with the
following list: m = 1 (brown), m = 2 (blue), m = 3 (green), m = 4 (red).

5.4. Test Case 2: load with strong internal layer. In this test case, we
consider the Poisson problem defined on the square domain Ω =]0, 1[2 by setting
the identity matrix for the diffusion tensor and choosing boundary conditions and
right-hand side source term f consistent with the exact solution:

u(x, y) = 16x(1− x)y(1− y) arctan(25x− 100y + 50), (x, y) ∈ Ω.

The starting mesh for both uniformly and adaptively refined calculations is formed
by hexagons built by a dualization procedure from a uniform triangle-based mesh.

As the exact solution u belongs to H2(Ω) and the domain Ω, the asymptotic
convergence rates of the numerical approximation on uniformly refined meshes, see
Propositions 2.1 and 2.3, should be err = O(N1/2), since on such meshes the scaling
h = O(N−1/2) holds. It is worth noting that the exact solution u is characterized by
a region with a very strong gradient around the line of equation y = 1/2 + x/4.

Therefore, we expect that the numerical approximation to u attains the theoretical
convergence rate only after that this internal layer has been resolved, i.e. once the
size of the elements in this strong gradient region has become sufficiently small.
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This implies a small value of the mesh size parameter h and thus a very large
number of mesh elements NP for the uniformly refined meshes.

Conversely, we expect the solutions obtained with the adaptive strategy to follow
the theoretical rate in N also for rather coarse grids.

Figures 6.16-6.17 and 6.20-6.21 shows how the numerical results agree with the
theoretical predictions. Figures 6.18-6.19 show the good behavior of the effectivity
index. Figures 6.22-6.29 show how the adaptive strategy refines as expected in a
neighborhood of this internal layer.

Figures 6.30-6.33 show the hp-adaptive strategy on a sequence of meshes of regular
and distorted quadrilaterals. In the left column we show how the base mesh is refined
and the values of the polynomial degree on each mesh edge in accordance with the
following list: m = 1 (brown), m = 2 (blue), m = 3 (green), m = 4 (red).

6. Conclusions. A posteriori error estimation and adaptivity were presented in
the context of mimetic and virtual element methods, which exploit the mesh flexibility
of such schemes. The challenge in this work is that the lack of knowledge of the basis
functions makes the development of error estimators not straightforward. A residual
based a posteriori error estimator for the virtual element method introduced in [4] was
proposed, that immediately applies also to its mimetic counterpart. The reliability
of the estimator was theoretically proved and performance in combination with an
adaptive strategy investigated numerically.
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Fig. 6.1. Test 1. Relative error curves: regular quadrilateral mesh (left), distorted quadrilateral
mesh (right); uniform refinement (black circles), adaptive refinement (red squares).
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Fig. 6.2. Test 1. Effectivity index: regular quadrilateral mesh (left), distorted quadrilateral
mesh (right).
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Fig. 6.3. Test 1. Estimated error terms, projected Laplace operator (circles), stability term
(squares): regular quadrilateral mesh (left), distorted quadrilateral mesh (right).
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Fig. 6.4. Test 1. Regular quadrilateral mesh, refinements 0-5
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Fig. 6.5. Test 1. Regular quadrilateral mesh, refinements 6-11
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Fig. 6.6. Test 1. Distorted quadrilateral mesh, refinements 0-5
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Fig. 6.7. Test 1. Distorted quadrilateral mesh, refinements 6-11
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Fig. 6.8. Test 1. Refinements 0 (top) and 1 (bottom). Absolute error (left) and half of the
estimated error (right)
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Fig. 6.9. Test 1. Refinements 2 (top) and 3 (bottom). Absolute error (left) and half of the
estimated error (right)
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Fig. 6.10. Test 1. Refinements 0 (top) and 1 (bottom). Absolute error (left) and half of the
estimated error (right)
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Fig. 6.11. Test 1. Refinements 2 (top) and 3 (bottom). Absolute error (left) and half of the
estimated error (right)
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Fig. 6.12. Test 1. Regular quadrilateral mesh; hp-refinements 0, 3, 6 on the base mesh (left)
and on the reference mesh (right); m = 1 (brown), m = 2 (blue), m = 3 (green), m = 4 (red).
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Fig. 6.13. Test 1. Regular quadrilateral mesh; hp-refinements 9, 12, 15 on the base mesh (left)
and on the reference mesh (right); m = 1 (brown), m = 2 (blue), m = 3 (green), m = 4 (red).
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Fig. 6.14. Test 1. Distorted quadrilateral mesh; hp-refinements 0, 3, 6 on the base mesh (left)
and on the reference mesh (right); m = 1 (brown), m = 2 (blue), m = 3 (green), m = 4 (red).
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Fig. 6.15. Test 1. Distorted quadrilateral mesh; hp-refinements 9, 12, 15 on the base mesh
(left) and on the reference mesh (right); m = 1 (brown), m = 2 (blue), m = 3 (green), m = 4 (red).
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Fig. 6.16. Test 2. Relative error curves: regular quadrilateral mesh (left), distorted quadrilat-
eral mesh (right); uniform refinement (black circles), adaptive refinement (red squares).
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Fig. 6.17. Test 2. Relative error curves: distorted triangular mesh mesh (left), mainly hexag-
onal mesh (right); uniform refinement (black circles), adaptive refinement (red squares).
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Fig. 6.18. Test 2. Effectivity index: regular quadrilateral mesh (left), distorted quadrilateral
mesh (right).
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Fig. 6.19. Test 2. Effectivity index: distorted triangular mesh (left), mainly hexagonal mesh
(right).
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Fig. 6.20. Test 2. Estimated error terms, projected Laplace operator (circles), stability term
(squares), load term (diamonds) : regular quadrilateral mesh (left), distorted quadrilateral mesh
(right).
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Fig. 6.21. Test 2. Estimated error terms, projected Laplace operator (circles), stability term
(squares), load term (diamonds) : distorted triangular mesh (left), mainly hexagonal mesh (right).
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Fig. 6.22. Test 2. Regular quadrilateral mesh, refinements 0-5
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Fig. 6.23. Test 2. Regular quadrilateral mesh, refinements 6-11
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Fig. 6.24. Test 2. Distorted quadrilateral mesh, refinements 0-5
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Fig. 6.25. Test 2. Distorted quadrilateral mesh, refinements 6-11

39



0 1
0

1

0 1
0

1

0 1
0

1

0 1
0

1

0 1
0

1

0 1
0

1

Fig. 6.26. Test 2. Distorted triangular mesh, refinements 0-5
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Fig. 6.27. Test 2. Distorted triangular mesh, refinements 6-11
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Fig. 6.28. Test 2. Mainly hexagonal mesh, refinements 0-5
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Fig. 6.29. Test 2. Mainly hexagonal mesh, refinements 6-11
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Fig. 6.30. Test 2. Regular quadrilateral mesh; hp-refinements 0, 3, 6 on the base mesh (left)
and on the reference mesh (right); m = 1 (brown), m = 2 (blue), m = 3 (green), m = 4 (red).
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Fig. 6.31. Test 2. Regular quadrilateral mesh; hp-refinements 9, 12, 15 on the base mesh (left)
and on the reference mesh (right); m = 1 (brown), m = 2 (blue), m = 3 (green), m = 4 (red).
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Fig. 6.32. Test 2. Distorted quadrilateral mesh; hp-refinements 0, 3, 6 on the base mesh (left)
and on the reference mesh (right); m = 1 (brown), m = 2 (blue), m = 3 (green), m = 4 (red).
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Fig. 6.33. Test 2. Distorted quadrilateral mesh; hp-refinements 9, 12, 15 on the base mesh
(left) and on the reference mesh (right); m = 1 (brown), m = 2 (blue), m = 3 (green), m = 4 (red).
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